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A	transition	system

• Automata
• State

• Start	state	—— an	empty	structure
• End	state	—— the	output	structure
• Intermediate	states	—— partially	constructed	
structures

• Actions
• Change	one	state	to	another



• Automata
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• Automata

A	transition	system
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• State
• Corresponds	to	partial	results	during	decoding

• start	state,	end	state,	Si

• Actions
• The	operations	that	can	be	applied	for	state	
transition

• Construct	output	incrementally
• ai

A	transition	system

start …

a0

S1 Si … Sn end

a1 ai-1 ai an-1 an



A	transition-based	POS-tagging	example

• POS	tagging
I	like	reading	books		→	 I/PRON	like/VERB	reading/VERB	books/NOUN

• Transition	system
• State

• Partially	labeled	word-POS	pairs
• Unprocessed	words

• Actions
• TAG(t)  𝑤1/𝑡1⋯𝑤𝑖/𝑡𝑖 → 𝑤1/𝑡1⋯𝑤𝑖/𝑡𝑖	𝑤)*+/𝑡	



A	transition-based	POS-tagging	example

• Start	State

I like reading books



A	transition-based	POS-tagging	example

• TAG(PRON)

I/PRON like reading books



A	transition-based	POS-tagging	example

• TAG(VERB)

I/PRON like/VERB reading books



A	transition-based	POS-tagging	example

• TAG(VERB)

booksI/PRON like/VERB reading/VERB



A	transition-based	POS-tagging	example

• TAG	(NOUN)

I/PRON like/VERB reading/VERB books/NOUN



A	transition-based	POS-tagging	example

• End	State

I/PRON like/VERB reading/VERB books/NOUN



Word	segmentation

• State
• Partially	segmented	results
• Unprocessed	characters

• Two	candidate	actions	
• Separate							##		##		→ ##		##		#
• Append								##		##		→ ##		##	#

Zhang, Y., & Clark, S. (2007). Chinese Segmentation Using a Word-Based Perceptron Algorithm. ACL. 



Word	segmentation

• Initial	State	

我喜欢读书

I like reading books

Zhang, Y., & Clark, S. (2007). Chinese Segmentation Using a Word-Based Perceptron Algorithm. ACL. 



Word	segmentation

• Separate

喜欢读书我

Zhang, Y., & Clark, S. (2007). Chinese Segmentation Using a Word-Based Perceptron Algorithm. ACL. 



Word	segmentation

• Separate

欢读书我 喜

Zhang, Y., & Clark, S. (2007). Chinese Segmentation Using a Word-Based Perceptron Algorithm. ACL. 



Word	segmentation

• Append

读书我 喜欢

Zhang, Y., & Clark, S. (2007). Chinese Segmentation Using a Word-Based Perceptron Algorithm. ACL. 



Word	segmentation

• Separate

书我 喜欢 读

Zhang, Y., & Clark, S. (2007). Chinese Segmentation Using a Word-Based Perceptron Algorithm. ACL. 



Word	segmentation

• Separate

我 喜欢 读 书

Zhang, Y., & Clark, S. (2007). Chinese Segmentation Using a Word-Based Perceptron Algorithm. ACL. 



Word	segmentation

• End	State

我 喜欢 读 书

Zhang, Y., & Clark, S. (2007). Chinese Segmentation Using a Word-Based Perceptron Algorithm. ACL. 



The	arc-eager	transition	system

• State
• A	stack	to	hold	partial	structures
• A	queue	of	next	incoming	words

• Actions
• SHIFT, REDUCE, ARC-LEFT, ARC-RIGHT



• State
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• Actions
• Shift
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• Actions
• Shift

Ø Pushes stack

30
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• Actions
• Reduce
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• Actions
• Reduce

Ø Pops stack
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The	arc-eager	transition	system



• Actions
• Arc-Left
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• Actions
• Arc-Left

Ø Pops stack
Ø Adds link
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The	arc-eager	transition	system



• Actions
• Arc-right
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• Actions
• Arc-right

Ø Pushes stack
Ø Adds link
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l An example
l S – Shift
l R – Reduce
l AL – ArcLeft
l AR – ArcRight

He does it here

The	arc-eager	transition	system
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l An example
l S – Shift
l R – Reduce
l AL – ArcLeft
l AR – ArcRight
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The	arc-eager	transition	system
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l An example
l S – Shift
l R – Reduce
l AL – ArcLeft
l AR – ArcRight
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The	arc-eager	transition	system
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l An example
l S – Shift
l R – Reduce
l AL – ArcLeft
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The	arc-eager	transition	system
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The	arc-eager	transition	system
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The	arc-eager	transition	system
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l An example
l S – Shift
l R – Reduce
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The	arc-eager	transition	system
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l An example
l S – Shift
l R – Reduce
l AL – ArcLeft
l AR – ArcRight

He does it here does it hereHe S does it hereAL
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Other		examples

•Language	generation

•Translation
•Word	by	word
•Phrase	by	phrase
•Syntax	tree	synthesis



Part 5.1:	Beam-search	Decoding
learning	to	search
(Zhang	and	Clark,2011)
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• Find	the	best	sequence	of	actions	
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Beam-search	decoding

start

Zhang, Y., & Clark, S. (2011). Syntactic Processing Using the Generalized Perceptron and Beam Search. CL.



Beam-search	decoding

start
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Zhang, Y., & Clark, S. (2011). Syntactic Processing Using the Generalized Perceptron and Beam Search. CL.



Beam-search	decoding
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Beam-search	decoding
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Beam-search	decoding
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Beam-search	decoding

start

S11
S12
…
S1(k-1)
S1k

…
…
…
…
…

Si1
Si2
…
Si(k-1)
Sik

a(i-1)1

a(i-1)(k-1)

…

a(i-1)0

a(i-1)k

…
…
…
…
…

End1
End2
…
Endk-1
Endk

an1

an(k-1)

…

an0

ank

a00

a01

a0k

a0(k-1)

…

a10

a11

a1k

a1(k-1)

…

ai1

ai(k-1)

…

ai0

aik

Zhang, Y., & Clark, S. (2011). Syntactic Processing Using the Generalized Perceptron and Beam Search. CL.



Beam-search	decoding

Zhang, Y., & Clark, S. (2011). Syntactic Processing Using the Generalized Perceptron and Beam Search. CL.



Beam-search	decoding

• Our	parser

• Decoding
He does it here

Zhang, Y., & Clark, S. (2008). A Tale of Two Parsers: Investigating and Combining Graph-Based And transition-Based 
Dependency Parsing Using Beam-search. EMNLP.



Beam-search	decoding

• Our	parser

• Decoding
He does it here does it hereHe S

Zhang, Y., & Clark, S. (2008). A Tale of Two Parsers: Investigating and Combining Graph-Based And transition-Based 
Dependency Parsing Using Beam-search. EMNLP.



Beam-search	decoding
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• Decoding
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Zhang, Y., & Clark, S. (2008). A Tale of Two Parsers: Investigating and Combining Graph-Based And transition-Based 
Dependency Parsing Using Beam-search. EMNLP.



Beam-search	decoding

• Our	parser

• Decoding
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Zhang, Y., & Clark, S. (2008). A Tale of Two Parsers: Investigating and Combining Graph-Based And transition-Based 
Dependency Parsing Using Beam-search. EMNLP.



Beam-search	decoding
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Beam-search	decoding
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Beam-search	decoding
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Beam-search	decoding
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Online	learning

start

Zhang, Y., & Clark, S. (2011). Syntactic Processing Using the Generalized Perceptron and Beam Search. CL.



Online	learning
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Zhang, Y., & Clark, S. (2011). Syntactic Processing Using the Generalized Perceptron and Beam Search. CL.
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Online	learning
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Online	learning
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Online	learning

Zhang, Y., & Clark, S. (2011). Syntactic Processing Using the Generalized Perceptron and Beam Search. CL.



The	main	strengths

•Fast	

•Arbitrary	nonlocal	features

•Learning	fixes	search

Zhang, Y., & Clark, S. (2011). Syntactic Processing Using the Generalized Perceptron and Beam Search. CL.



State-of-the-art	results

•Chinese
•Word	segmentation

•Yue	Zhang	and	Stephen	Clark. Chinese	Segmentation	
Using	a	Word-Based	Perceptron	Algorithm. In	proceedings	
of	ACL	2007.	Prague,	Czech	Republic.	June.



State-of-the-art	results

•Chinese
•Joint	segmentation	and	POS-tagging

•Yue	Zhang	and	Stephen	Clark. Joint	Word	Segmentation	
and	POS	Tagging	Using	a	Single	Perceptron. In	proceedings	
of	ACL	2008.	Ohio,	USA.	June.

•Yue	Zhang	and	Stephen	Clark. A	Fast	Decoder	for	Joint	
Word	Segmentation	and	POS-tagging	Using	a	Single	
Discriminative	Model.	In	proceedings	of	EMNLP	2010.	
Massachusetts,	USA.	October.



State-of-the-art	results

•Chinese
•Joint	segmentation,	POS-tagging	and	chunking

•Chen	Lyu,	Yue	Zhang	and	Donghong Ji. Joint	Word	
Segmentation,	POS-Tagging	and	Syntactic	Chunking. In	
Proceedings	of	the	AAAI	2016,	Phoenix,	Arizona,	USA,	
February



State-of-the-art	results

•Chinese
•Joint	segmentation,	POS-tagging	and	dependency	parsing

•Meishan Zhang,	Yue	Zhang,	Wanxiang Che and	Ting	
Liu. Character-Level	Chinese	Dependency	Parsing.	In	
Proceedings	of	ACL	2014.	Baltimore,	USA,	June.



State-of-the-art	results

•Chinese
•Joint	segmentation,	POS-tagging	and	constituent	parsing

•Meishan Zhang,	Yue	Zhang,	Wanxiang Che and	Ting	
Liu. Chinese	Parsing	Exploiting	Characters. In	proceedings	
of	ACL	2013.	Sophia,	Bulgaria.	August.



State-of-the-art	results

•Chinese
•Joint	segmentation,	POS-tagging	and	normalization

•Tao	Qian,	Yue	Zhang,	Meishan Zhang	and	Donghong Ji. A	
Transition-based	Model	for	Joint	Segmentation,	POS-
tagging	and	Normalization.	In	proceedings	of	EMNLP	2015,	
Lisboa,	Portugal,	September.



State-of-the-art	results

•All	Languages
•Constituent	parsing

•Yue	Zhang	and	Stephen	Clark. Transition-Based	Parsing	of	
the	Chinese	Treebank	Using	a	Global	Discriminative	
Model. In	proceedings	of	IWPT	2009.	Paris,	France.	
October.

•Muhua Zhu,	Yue	Zhang,	Wenliang Chen,	Min	Zhang	and	
Jingbo Zhu. Fast	and	Accurate	Shift-Reduce	Constituent	
Parsing. In	proceedings	of	ACL	2013.	Sophia,	Bulgaria.	
August.



State-of-the-art	results

•All	Languages
•Dependency	parsing

•Yue	Zhang	and	Stephen	Clark. Joint	Word	Segmentation	and	POS	
Tagging	Using	a	Single	Perceptron. In	proceedings	of	ACL	2008.	Ohio,	
USA.	June.
•Yue	Zhang	and	Joakim Nivre. Transition-Based	Dependency	Parsing	
with	Rich	Non-Local	Features.	In	proceedings	of	ACL	2011,	short	
papers.	Portland,	USA.	June.
•Yue	Zhang	and	Joakim Nivre. Analyzing	the	Effect	of	Global	Learning	
and	Beam-Search	for	Transition-Based	Dependency	Parsing. In	
proceedings	of	COLING	2012,	posters.	Mumbai,	India.	December.
•Ji Ma,	Yue	Zhang	and	Jingbo Zhu. Punctuation	Processing	for	
Projective	Dependency	Parsing.	In	Proceedings	of	ACL	2014.	Baltimore,	
USA,	June.



State-of-the-art	results

•All	Languages
•CCG	parsing

•Yue	Zhang	and	Stephen	Clark. Shift-Reduce	CCG	
Parsing. In	proceedings	of	ACL	2011.	Portland,	USA.	June.

•Wenduan Xu,	Stephen	Clark	and	Yue	Zhang. Shift-Reduce	
CCG	Parsing	with	a	Dependency	Model.	In	Proceedings	of	
ACL	2014.	Baltimore,	USA,	June.



State-of-the-art	results

•All	Languages
•Natural	language	synthesis

•Yijia Liu,	Yue	Zhang,	Wanxiang Che and	Bing	
Qin. Transition-Based	Syntactic	Linearization.	In	
Proceedings	of	NAACL	2015,	Denver,	Colorado,	USA,	May.
•Jiangming Liu	and	Yue	Zhang. An	Empirical	Comparison	
Between	N-gram	and	Syntactic	Language	Models	for	Word	
Ordering.	In	proceedings	of	EMNLP	2015,	Lisboa,	Portugal,	
September.
•Ratish Puduppully,	Yue	Zhang	and	Manish	
Shrivastava. Transition-Based	Syntactic	Linearization	with	
Lookahead Features.	In	Proceedings	of	the	NAACL	2016,	
San	Diego,	USA,	June.



State-of-the-art	results

•All	Languages
•Joint	morphological	generation	and	text	linearization

•Linfeng Song,	Yue	Zhang,	Kai	Song	and	Qun Liu. Joint	
Morphological	Generation	and	Syntactic	Linearization.	In	
Proceedings	of	AAAI	2014.	Quebec	City,	Canada,	July.



State-of-the-art	results

•All	Languages
•Joint	entity	and	relation	extraction

•Fei Li,	Yue	Zhang,	Meishan Zhang	and	Donghong Ji. Joint	
Models	for	Extracting	Adverse	Drug	Events	from	
Biomedical	Text.	In	Proceedings	of	IJCAI	2016.	New	York	
City,	USA,	July.



Part 5.2: A	Neural	Network	Version
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Neural	Network	Model

•Use	NN	to	substitute	perceptron

•Why?

Ø Better	non-linear	power

Ø Unsupervised	word	embeddings

Ø Automatic	feature	combination

Ø Shown	useful	in	greedy	models



Word	segmentation

Zhang, M., Zhang, Y., & Fu, G. (2016). Transition-Based Neural Word Segmentation. ACL. 



Word	segmentation

Zhang, M., Zhang, Y., & Fu, G. (2016). Transition-Based Neural Word Segmentation. ACL. 



Word	segmentation

Zhang, M., Zhang, Y., & Fu, G. (2016). Transition-Based Neural Word Segmentation. ACL. 



Word	segmentation

Zhang, M., Zhang, Y., & Fu, G. (2016). Transition-Based Neural Word Segmentation. ACL. 

Main results on CTB60 test dataset



Word	segmentation

Zhang, M., Zhang, Y., & Fu, G. (2016). Transition-Based Neural Word Segmentation. ACL. 

Main results on PKU and MSR test dataset



Word	segmentation

Zhang, M., Zhang, Y., & Fu, G. (2016). Transition-Based Neural Word Segmentation. ACL. 



Word	segmentation

Zhang, M., Zhang, Y., & Fu, G. (2016). Transition-Based Neural Word Segmentation. ACL. 



Word	segmentation

•Cai and	Zhao	(2016)	presents	a	similar	idea

Cai, D., & Zhao, H. (2016). Neural Word Segmentation Learning for Chinese. ACL. 



Dependency	Parsing

•Zhang	&	Nivre (2011)

Zhou, H., Zhang, Y., Huang, S., & Chen, J. (2015). A Neural Probabilistic Structured-Prediction Model for Transition-Based 
Dependency Parsing. ACL.



Dependency	Parsing

•Chen	and	Manning	(2014)

Zhou, H., Zhang, Y., Huang, S., & Chen, J. (2015). A Neural Probabilistic Structured-Prediction Model for Transition-Based 
Dependency Parsing. ACL.



Dependency	Parsing

•What	does	not	work

Zhou, H., Zhang, Y., Huang, S., & Chen, J. (2015). A Neural Probabilistic Structured-Prediction Model for Transition-Based 
Dependency Parsing. ACL.



Dependency	Parsing

•Sentence-level	log	likelihood

Zhou, H., Zhang, Y., Huang, S., & Chen, J. (2015). A Neural Probabilistic Structured-Prediction Model for Transition-Based 
Dependency Parsing. ACL.



Dependency	Parsing

•Contrastive	Estimation

Zhou, H., Zhang, Y., Huang, S., & Chen, J. (2015). A Neural Probabilistic Structured-Prediction Model for Transition-Based 
Dependency Parsing. ACL.



Dependency	Parsing

•Contrastive	Estimation

Zhou, H., Zhang, Y., Huang, S., & Chen, J. (2015). A Neural Probabilistic Structured-Prediction Model for Transition-Based 
Dependency Parsing. ACL.



Dependency	Parsing

•Results

Zhou, H., Zhang, Y., Huang, S., & Chen, J. (2015). A Neural Probabilistic Structured-Prediction Model for Transition-Based 
Dependency Parsing. ACL.



Dependency	Parsing

•Results

Zhou, H., Zhang, Y., Huang, S., & Chen, J. (2015). A Neural Probabilistic Structured-Prediction Model for Transition-Based 
Dependency Parsing. ACL.



Dependency	Parsing

•Results

Zhou, H., Zhang, Y., Huang, S., & Chen, J. (2015). A Neural Probabilistic Structured-Prediction Model for Transition-Based 
Dependency Parsing. ACL.



Google

•Andor et	al.	follows	this	method

•Offers	theorem

•Tries	more	tasks

•Get	better	results

Andor, D., Alberti, Chris., Weiss, D., Severyn, A., Presta, A., Ganchev, K., Petrov, S., & Collins, M. (2016). Globally 
Normalized Transition-Based Neural Networks. ACL.



Google

•Dependency	parsing

Andor, D., Alberti, Chris., Weiss, D., Severyn, A., Presta, A., Ganchev, K., Petrov, S., & Collins, M. (2016). Globally 
Normalized Transition-Based Neural Networks. ACL.



Google	

•Dependency	parsing

Andor, D., Alberti, Chris., Weiss, D., Severyn, A., Presta, A., Ganchev, K., Petrov, S., & Collins, M. (2016). Globally 
Normalized Transition-Based Neural Networks. ACL.



Google	

•POS-tagging

Andor, D., Alberti, Chris., Weiss, D., Severyn, A., Presta, A., Ganchev, K., Petrov, S., & Collins, M. (2016). Globally 
Normalized Transition-Based Neural Networks. ACL.



Google	

•Compression

Andor, D., Alberti, Chris., Weiss, D., Severyn, A., Presta, A., Ganchev, K., Petrov, S., & Collins, M. (2016). Globally 
Normalized Transition-Based Neural Networks. ACL.
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Other	methods	(Ⅰ)

•Constituent	parsing

Watanabe, T., & Sumita, E. (2016). Transition-based Neural Constituent Parsing. ACL.



Other	methods	(Ⅰ)

•Update	at	max-violation

•Using	expected	loss	from	all	violations

Watanabe, T., & Sumita, E. (2016). Transition-based Neural Constituent Parsing. ACL.



Other	methods	(Ⅰ)

Watanabe, T., & Sumita, E. (2016). Transition-based Neural Constituent Parsing. ACL.



Other	methods	(Ⅰ)

Watanabe, T., & Sumita, E. (2016). Transition-based Neural Constituent Parsing. ACL.



Other	methods	(Ⅱ)

•CCG	Parsing

•expected	F1	training

Xu, W., Auli, M., & Clark, S. (2016). Expected F-Measure Training for Shift-Reduce Parsing with Recurrent Neural 
Networks. NAACL.



Other	methods	(Ⅱ)

Xu, W., Auli, M., & Clark, S. (2016). Expected F-Measure Training for Shift-Reduce Parsing with Recurrent Neural 
Networks. NAACL.



Other	methods	(Ⅱ)

Xu, W., Auli, M., & Clark, S. (2016). Expected F-Measure Training for Shift-Reduce Parsing with Recurrent Neural 
Networks. NAACL.



Other	methods	(Ⅲ)

•Dependency	parsing

Weiss, D., Alberti, C., Collins, M., & Petrov, S. (2015). Structured Training for Neural Network Transition-Based Parsing. 
ACL.



Other	methods	(Ⅲ)

•Using	Chen	and	Manning	features	for	perceptron	training

•Back-propagation	pre-training

•Structured	perceptron	training
(ℎ1, ℎ2, 𝑃(𝑦))

Weiss, D., Alberti, C., Collins, M., & Petrov, S. (2015). Structured Training for Neural Network Transition-Based Parsing. 
ACL.



Other	methods	(Ⅲ)

Weiss, D., Alberti, C., Collins, M., & Petrov, S. (2015). Structured Training for Neural Network Transition-Based Parsing. 
ACL.



Other	methods	(Ⅳ)

•Dependency	parsing

Vaswani, A., & Sagae, K. (2016). Efficient Structured Inference for Transition-Based Parsing with Neural Networks and 
Error States. TACL.



Other	methods	(Ⅳ)

Vaswani, A., & Sagae, K. (2016). Efficient Structured Inference for Transition-Based Parsing with Neural Networks and 
Error States. TACL.



Other	methods	(Ⅳ)

Vaswani, A., & Sagae, K. (2016). Efficient Structured Inference for Transition-Based Parsing with Neural Networks and 
Error States. TACL.



Other	methods	(Ⅳ)

Vaswani, A., & Sagae, K. (2016). Efficient Structured Inference for Transition-Based Parsing with Neural Networks and 
Error States. TACL.
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Sequence	to	sequence	(Ⅰ)

•Scheduled	Sampling

Bengio, S., Vinyals, O., Jaitly, N., & Shazeer, N. (2015). Scheduled Sampling for Sequence Prediction with Recurrent 
Nueral Networks. NIPS.

Beam Search Inference



Sequence	to	sequence	(Ⅰ)

•Scheduled	Sampling

Bengio, S., Vinyals, O., Jaitly, N., & Shazeer, N. (2015). Scheduled Sampling for Sequence Prediction with Recurrent 
Nueral Networks. NIPS.



Sequence	to	sequence (Ⅱ)

•Sequence-level	training

Ranzato, M., Chopra, S., Auli, M., & Zaremba, W. (2016). Sequence Level Training with Recurrent Neural Networks. ICLR.



Sequence	to	sequence	(Ⅱ)

•Sequence-level	training

Ranzato, M., Chopra, S., Auli, M., & Zaremba, W. (2016). Sequence Level Training with Recurrent Neural Networks. ICLR.
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•Sequence-level	training

Ranzato, M., Chopra, S., Auli, M., & Zaremba, W. (2016). Sequence Level Training with Recurrent Neural Networks. ICLR.



Sequence	to	sequence	(Ⅱ)

•Reinforce

Ranzato, M., Chopra, S., Auli, M., & Zaremba, W. (2016). Sequence Level Training with Recurrent Neural Networks. ICLR.



Sequence	to	sequence	(Ⅱ)

•Mixer

Ranzato, M., Chopra, S., Auli, M., & Zaremba, W. (2016). Sequence Level Training with Recurrent Neural Networks. ICLR.



Sequence	to	sequence	(Ⅱ)

Ranzato, M., Chopra, S., Auli, M., & Zaremba, W. (2016). Sequence Level Training with Recurrent Neural Networks. ICLR.



Sequence	to	sequence	(Ⅱ)

Ranzato, M., Chopra, S., Auli, M., & Zaremba, W. (2016). Sequence Level Training with Recurrent Neural Networks. ICLR.



Sequence	to	sequence	(Ⅲ)

•Learning	for	Search

Wiseman, S., & Rush, A. (2016). Sequence-to-Sequence Learning as Beam-Search Optimization. arxiv.



Sequence	to	sequence	(Ⅲ)

Wiseman, S., & Rush, A. (2016). Sequence-to-Sequence Learning as Beam-Search Optimization. arxiv.



Sequence	to	sequence	(Ⅲ)

•Need	greedy	pre-training

Wiseman, S., & Rush, A. (2016). Sequence-to-Sequence Learning as Beam-Search Optimization. arxiv.



Sequence	to	sequence	(Ⅲ)

•Curriculum	beam	increase

Wiseman, S., & Rush, A. (2016). Sequence-to-Sequence Learning as Beam-Search Optimization. arxiv.
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Sequence	to	sequence	(Ⅲ)

Wiseman, S., & Rush, A. (2016). Sequence-to-Sequence Learning as Beam-Search Optimization. arxiv.


